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ABSTRACTIn this paper, we disuss the problem of distributing stream-ing media ontent, both live and on-demand, to a large num-ber of hosts in a salable way. Our work is set in the ontext ofthe traditional lient-server framework. Spei�ally, we on-sider the problem that arises when the server is overwhelmedby the volume of requests from its lients. As a solution,we propose Cooperative Networking (CoopNet), where lientsooperate to distribute ontent, thereby alleviating the loadon the server. We disuss the proposed solution in some de-tail, pointing out the interesting researh issues that arise,and present a preliminary evaluation using traes gatheredat a busy news site during the ash rowd that ourred onSeptember 11, 2001.
Categories and Subject DescriptorsC.2 [Computer-Communiation Networks℄: DistributedSystems|Distributed Appliations
General TermsDesign, Performane, Measurement
KeywordsStreaming media, ontent distribution networks, peer-to-peernetworks, multiple desription oding
1. INTRODUCTIONThere has been muh work in reent years on the topi ofontent distribution. This work has largely fallen into two at-egories: (a) infrastruture-based ontent distribution, and (b)peer-to-peer ontent distribution. An infrastruture-basedontent distribution network (CDN) (e.g., Akamai) omple-ments the server in the traditional lient-server framework. It�For more information, inluding an extended version ofthis paper [13℄, please visit the CoopNet projet Webpage at http://www.researh.mirosoft.om/epadmanab/pro-jets/CoopNet/.
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employs a dediated set of mahines to store and distributeontent to lients on behalf of the server. The dediated in-frastruture, inluding mahines and networks links, is en-gineered to provide a high level of performane guarantees.On the other hand, peer-to-peer ontent distribution relieson lients to host ontent and distribute it to other lients.The P2P model replaes rather than omplements the lient-server framework. Typially, there is no entral server thatholds ontent. Examples of P2P ontent distribution systemsinlude Napster and Gnutella.In this paper, we disuss Cooperative Networking (Coop-Net), an approah to ontent distribution that ombines as-pets of infrastruture-based and peer-to-peer ontent distri-bution. Our fous is on distributing streaming media ontent,both live and on-demand. Like infrastruture-based ontentdistribution, we seek to omplement rather than replae thetraditional lient-server framework. Spei�ally, we onsiderthe problem that arises when the server is overwhelmed by thevolume of requests from its lients. For instane, a news sitemay be overwhelmed beause of a large \ash rowd" ausedby an event of widespread interest, suh as a sports event or anearthquake. A home omputer that is webasting a birthdayparty live to friends and family might be overwhelmed evenby a small number of lients beause of its limited networkbandwidth. In fat, the large volume of data and the rela-tively high bandwidth requirement assoiated with stream-ing media ontent inreases the likelihood of the server beingoverwhelmed in general. Server overload an ause signi�antdegradation in the quality of the streaming media ontentreeived by lients.CoopNet addresses this problem by having lients ooperatewith eah other to distribute ontent, thereby alleviating theload on the server. In the ase of on-demand ontent, lientsahe audio/video lips that they viewed in the reent past.During a period of overload, the server redirets new lients toother lients that had downloaded the ontent previously. Inthe ase of live streaming, the lients form a distribution treerooted at the server. Clients that reeive streaming ontentfrom the server in turn stream it out to one or more of theirpeers.The key distintion between CoopNet and pure P2P sys-tems like Gnutella is that CoopNet omplements rather thanreplaes the lient-server framework of the Web. There is stilla server that hosts ontent and (diretly) serves it to lients.CoopNet is only invoked when the server is unable to handlethe load imposed by lients. The presene of a entral serversimpli�es the task of loating ontent. In ontrast, searh-ing for ontent in a pure P2P system entails an often more
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expensive distributed searh [17, 18, 20℄.Individual lients may only partiipate in CoopNet for ashort period of time, say just a few minutes, whih is in on-trast to the muh longer partiipation times reported for sys-tems suh as Napster and Gnutella [19℄. For instane, in thease of live streaming, a lient may tune in for a few minutesduring whih time it may be willing to help distribute the on-tent. One the lient tunes out, it may no longer be willing topartiipate in CoopNet. This alls for a ontent distributionmehanism that is robust against interruptions aused by thefrequent joining and leaving of individual peers.To address this problem, CoopNet employs multiple de-sription oding (MDC). The streaming media ontent, whetherlive or on-demand, is divided into multiple sub-streams usingMDC and eah sub-stream is delivered to the requesting lientvia a di�erent peer. This improves robustness and also helpsbalane load amongst peers.The rest of this paper is organized as follows. In Setion 2,we disuss related work. In Setion 3, we disuss the operationof CoopNet for live and on-demand ontent, and present anoutline of multiple desription oding. In Setion 4, we usetraes from the ash rowd that ourred on September 11,2001 to evaluate how well CoopNet would have performed forlive and on-demand ontent. We present our onlusions inSetion 5.
2. RELATED WORKAs noted in Setion 1, two areas of related work are infrastru-ture-based CDNs and peer-to-peer systems. Infrastruture-based CDNs suh as Akamai employ a dediated network ofthousands of mahines in distributed loations, often withleased links inter-onneting them, to serve ontent on behalfof servers. When a lient request arrives (be it for streamingmedia or other ontent), the CDN redirets the lient to anearby replia server. The main limitation of infrastruture-based CDNs is that their ost and sale is only appropriate forlarge ommerial sites suh as CNN and MSNBC. A seondissue is that it is unlear how suh a CDN would fare in thefae of a large ash rowd that auses a simultaneous spikein traÆ at many or all of the sites hosted by the CDN.Peer-to-peer systems suh as Napster and Gnutella dependon little or no dediated infrastruture1. There is, however,the impliit assumption that the individual peers partiipatefor a signi�ant length of time (for instane, [19℄ reports amedian session duration of about an hour both for Napsterand for Gnutella). In ontrast, CoopNet seeks to operate ina highly dynami situation suh as a ash rowd where anindividual lient may only partiipate for a few minutes. Thedisruption that this might ause is espeially hallenging forstreaming media ompared to stati �le downloads, whih isthe primary fous of Napster and Gnutella. The short life-time of the individual nodes poses a hallenge to distributedsearh shemes suh as CAN [17℄, Chord [20℄, Pastry [18℄, andTapestry [22℄.Work on appliation-level multiast (e.g., ALMI [14℄, EndSystem Multiast [3℄, Satterast [2℄) is diretly relevant tothe live streaming aspet of CoopNet. CoopNet ould bene�tfrom the eÆient tree onstrution algorithms developed inprevious work. Our fous here, however, is on using real traesto evaluate the eÆay of CoopNet. Thus we view our work as1Napster has entral servers, but these only hold indies, notontent.

omplementing existing work on appliation-level multiast.We also onsider the on-demand streaming ase, whih doesnot quite �t in the appliation-level multiast framework.Existing work on distributed streaming (e.g., [9℄) is also di-retly relevant to CoopNet. A key distintion of our workis that we fous on the distruption and paket loss ausedby node arrivals and departures, whih is likely to be signi�-ant in a highly dynami environment. Using traes from theSeptember 11 ash rowd, we are able to evaluate this issuein a realisti setting.Systems suh as SpreadIt [5℄, Allast [23℄ and vTrails [24℄are perhaps losest in spirit to our work. Like CoopNet, theyattempt to deliver streaming ontent using a peer-to-peer ap-proah. SpreadIt di�ers from CoopNet is a ouple of ways.First, it uses only a single distribution tree and hene is vul-nerable to disruptions due to node departures. Seond, thetree management algorithm is suh that the nodes orphanedby the departure of their parent might be bouned aroundbetween multiple potential parents before settling on a newparent. In ontrast, CoopNet uses a entralized protool (Se-tion 3.3), whih enables muh quiker repairs.It is hard for us to do a spei� omparison with Allastand vTrails, in the absene of published information.
3. COOPERATIVE NETWORKING (COOPNET)In this setion, we present the details of CoopNet as itapplies to the distribution of streaming media ontent. We�rst onsider the live streaming ase, where we disuss andanalyze multiple desription oding (MDC) and distributiontree management. We then turn to the on-demand streamingase.
3.1 Live StreamingLive streaming refers to the synhronized distribution ofstreaming media ontent to one or more lients. (The ontentitself may either be truly live or pre-reorded.) Thereforemultiast is a natural paradigm for distributing suh ontent.Sine IP multiast is not widely deployed, espeially at theinter-domain level, CoopNet uses appliation-level multiastinstead.A distribution tree rooted at the server is formed, withlients as its members. Eah node in the tree transmits thereeived stream to eah of its hildren using uniast. The out-degree of eah node is onstrained by the available outgoingbandwidth at the node. In general, the degree of the rootnode (i.e., the server) is likely to be muh larger than that ofthe other nodes beause the server is likely to have a muhhigher bandwidth than the individual lient nodes.One issue is that the peers in CoopNet are far from beingdediated servers. Their ability and willingness to partiipatein CoopNet may utuate with time. For instane, a lient'spartiipation may terminate when the user tunes out of thelive stream. In fat, even while the user is tuned in to the livestream, CoopNet-related ativity on his/her mahine may besaled down or stopped immediately when the user initiatesother, unrelated network ommuniation. Mahines an alsorash or beome disonneted from the network.With a single distribution tree, the departure or reduedavailability of a node has a severe impat on its desendants.The desendants may reeive no stream at all until the treehas been repaired. This is espeially problemati beausenode arrivals and departures may be quite frequent in ashrowd situations. To redue the disruption aused by node
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Figure 1: Priority enoded paketization of a groupof frames (GOF). Any m out of M pakets an reoverthe initial Rm bits of the bit stream for the GOF.departures, we advoate having multiple distribution treesspanning a given set of nodes and transmitting a di�erentMDC desription down eah tree. This would diminish thehanes of a node losing the entire stream (even temporarily)beause of the departure of another node. We disuss thisfurther in Setion 3.2.The distribution trees need to be onstantly maintained asnew lients join and existing ones leave. In Setion 3.3, weadvoate a entralized approah to tree management, whihexploits the availability of a resoureful server node, oupledwith lient ooperation, to greatly simplify the problem.
3.2 Multiple Description Coding (MDC)Multiple desription oding is a method of enoding theaudio and/or video signal into M > 1 separate streams, ordesriptions, suh that any subset of these desriptions anbe reeived and deoded into a signal with distortion (withrespet to the original signal) ommensurate with the num-ber of desriptions reeived; that is, the more desriptions re-eived, the lower the distortion (i.e., the higher the quality) ofthe reonstruted signal. This di�ers from layered oding2 inthat in MDC every subset of desriptions must be deodable,whereas in layered oding only a nested sequene of subsetsmust be deodable. For this extra exibility, MDC inurs amodest performane penalty relative to layered oding, whihin turn inurs a slight performane penalty relative to singledesription oding.Several multiple desription oding shemes have been in-vestigated over the years. For an overview see [6℄. A partiu-larly eÆient and pratial system is based on layered audioor video oding [15, 7℄, Reed-Solomon oding [21℄, priority en-oded transmission [1℄, and optimized bit alloation [4, 16, 8℄.In suh a system the audio and/or video signal is partitionedinto groups of frames (GOFs), eah group having durationT = 1 seond or so. Eah GOF is then independently en-oded, error proteted, and paketized into M pakets, asshown in Figure 1.If any m � M pakets are reeived, then the initial Rm2Layered oding is also known as embedded, progressive, orsalable oding.

bits of the bit stream for the GOF an be reovered, result-ing in distortion D(Rm), where 0 = R0 � R1 � � � � � RMand onsequently D(R0) � D(R1) � � � � � D(RM ). Thusall M pakets are equally important; only the number of re-eived pakets determines the reonstrution quality of theGOF. Further, the expeted distortion is PMm=0 p(m)D(Rm),where p(m) is the probability that m out of M pakets are re-eived. Given p(m) and the operational distortion-rate fun-tion D(R), this expeted distortion an be minimized usinga simple proedure that adjusts the rate points R1; : : : ; RMsubjet to a onstraint on the paket length [4, 16, 8℄. Bysending the mth paket in eah GOF to the mth desription,the entire audio and/or video signal is represented by M de-sriptions, where eah desription is a sequene of paketstransmitted at rate 1 paket per GOF.It is a very simple matter to generate these optimized Mdesriptions on the y, assuming that the signal is alreadyoded with a layered ode.
3.2.1 CoopNet Analysis: Quality During Multiple FailuresLet us onsider how multiple desription oding ahievesrobustness in CoopNet. Suppose that the server enodes itsAV signal into M desriptions as desribed above, and trans-mits the desriptions down M di�erent distribution trees,eah rooted at the server. Eah of the distribution trees on-veys its desription to all N destination hosts. Ordinarily, allN destination hosts reeive all M desriptions. However, ifany of the destination hosts fail (or leave the session), thenall of the hosts that are desendents of the failed hosts inthe mth distribution tree will not reeive the mth desrip-tion. The number of desriptions that a partiular host willreeive depends on its loation in eah tree relative to thefailed hosts. Spei�ally, a host n will reeive the mth de-sription if none of its anestors in the mth tree fail. Thishappens with probability (1� �)An , where An is the numberof the host's anestors and � is the probability that a host fails(assuming independent failures). If hosts are plaed at ran-dom sites in eah tree, then the unonditional probability thatany given host will reeive its mth desription is the average�N = (1=N)PNn=1(1� �)An aross all hosts in the tree. Thusthe number of desriptions that a partiular host will reeive israndomly distributed aording to a Binomial(M; �N) distri-bution, i.e., p(m) = �Mm��mN (1� �N )M�m. Hene for large M ,the fration of desriptions reeived is approximately Gaus-sian with mean �N and variane �N(1��N). This an be seenin Figure 2, whih shows (in bars) the distribution p(m) forvarious values of M = 2; 4; 8; 16 and N = 10; 1000; 100000. Inthe �gure, to ompute �N we assumed balaned binary treeswith N nodes and probability of host failure � = 1%. Notethat as N grows large, performane slowly degrades, beausethe depth of the tree (and hene 1� �N ) grows like log2N .The distribution p(m) an be used to optimize the multipledesription ode by hoosing the rate points R0; R1; : : : ; RMto minimize the expeted distortion PMm=0 p(m)D(Rm) sub-jet to a paket length onstraint. Figure 2 shows (in lines),the quality assoiated with eah p(m), measured as SNR indB, i.e., 10 log10(�2=D(Rm)), as a funtion of the numberof reeived desriptions, m = 0; 1; : : : ;M . In the �gure, toompute the rate points R0; R1; : : : ; RM we assumed an op-erational distortion-rate funtion D(R) = �22�2R, whih isasymptotially typial for any soure with variane �2, whereR is expressed in bits per symbol, and we assumed a paketlength onstraint given as R = 8.
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3.2.2 CoopNet Analysis: Quality During Single FailureThe time it takes to repair the trees is alled the repairtime. If � of the hosts fail during eah repair time, then theaverage length of time that a host partiipates in the ses-sion is 1=� repair times. When the number of hosts is smallompared to 1=�, then many repair times may pass betweensingle failures. In this ase, most of the time all hosts reeiveall desriptions, and quality is exellent. Degradation oursonly when a single host fails. Thus, it may be preferableto optimize the MDC system by minimizing the distortionexpeted during the repair interval in whih the single hostfails, rather than minimizing the expeted distortion over alltime. To analyze this ase, suppose that a single host failsrandomly. A remaining host n will not reeive the mth de-sription if the failed host is an anestor of host n in themth tree. This happens with probability An=(N � 1), whereAn is the number of anestors of host n. Sine hosts areplae at random sites in eah tree, the unonditional proba-bility that any given host will reeive its mth desription isthe average �N = (1=N)PNn=1(1 � An=(N � 1)). Thus thenumber of desriptions that a partiular host will reeive israndomly distributed aording to a Binomial(M; �N ) distri-bution. Equivalently, the expeted number of hosts that re-eive m desriptions during the failure is (N � 1)p(m), wherep(m) = �Mm��mN (1��N )M�m. This distribution an be used tooptimize the multiple desription ode for the failure of a sin-gle host. Figure 3 illustrates this distribution and the orre-sponding optimized quality as a funtion of the number of de-sriptions reeived, for M = 2; 4; 8; 16 and N = 10; 100; 1000.Note that as M inreases, for �xed N , the distribution againbeomes Gaussian. One impliation of this is that the ex-peted number of hosts that reeive 100% of the desriptionsdereases. However it is also the ase that the expeted num-ber of hosts that reeive fewer than 50% of the desriptionsdereases, resulting in an inrease in quality on average. Fur-ther, as N inreases, for �xedM , performane beomes nearlyperfet, sine �N � 1� log2N=N , whih goes to 1. However,for large N , it beomes inreasingly diÆult to repair the treesbefore a seond failure ours.
3.2.3 Further AnalysesThese same analyses an be extended to d-ary trees. Itis not diÆult to see that for d � 2, a d-ary trees with
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 N=1000Figure 3: SNR in dB (line) and probabililty distribu-tion (bars) as a funtion of the number of desriptionsreeived during the failure of a single host.N log2 d � N nodes has the same height, and hene the sameperformane, as a binary tree with only N nodes. Thus wheneah node has a large out-degree, i.e., when eah host has alarge uplink bandwidth, muh larger populations an be han-dled. Interestingly, the analysis also applies when d = 1. So,if eah host an devote only as muh uplink bandwidth asits downlink video bandwidth (whih is typially the ase formodem users), then the desriptions an still be distributedpeer-to-peer by arranging the hosts in a hain, like a buketbrigade. It an be shown that when the order of the hostsin the hain is random and independent for eah desription,then for a single failure the number of hosts reeiving m outof M desriptions is binomially distributed with parametersM and �N , where �N = (N + 1)=2N . Although this holdsfor any N , it is most suitable for smaller N . For larger N , itmay not be possible to repair the hains before other failuresour. In fat, as N goes to in�nity, the probability that anyhost reeives any desriptions goes to zero.In this setion we have proposed optimizing the MDC sys-tem to the unonditional distribution p(m) derived by aver-aging over trees and hosts. Given any set of trees, however,the distribution of the number of reeived desriptions varieswidely aross the set of hosts as a funtion of their upstreamonnetivity. By optimizing the MDC system to the unondi-tional distribution p(m), we are not minimizing the expeteddistortion for any given host, but rather minimizing the sumof the expeted distortions aross all hosts, or equivalently,minimizing the expeted sum of the distortions over all hosts.

3.3 Tree ManagementWe now disuss the problem of onstruting and maintain-ing the distribution trees in the fae of frequent node arrivalsand departures. There are many (sometimes oniting) goalsfor the tree management algorithm:1. Short and wide tree: The trees should be as shortas possible so as to minimize the lateny of the pathfrom the root to the deepest leaf node and to minimizethe probability of disruption due to the departure of ananestor node. For it to be short, the tree should bebalaned and as wide as possible, i.e., the out-degreeof eah node should be as muh as its bandwidth willallow. However, making the out-degree large may leavelittle bandwidth for non-CoopNet (and higher priority)traÆ emanating from the node. Interferene due to
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suh traÆ ould ause a high paket loss rate for theCoopNet streams.2. EÆieny versus tree diversity: The distributiontrees should be eÆient in that their struture shouldlosely reet the underlying network topology. So, forinstane, if we wish to onnet three nodes, one eahloated in New York (NY), San Franiso (SF), andLos Angeles (LA), the struture NY!SF!LA wouldlikely be far more eÆient than SF!NY!LA (! de-notes a parent-hild relationship). However, striving foreÆieny may interfere with the equally important goalof having diverse distribution trees. The e�etivenessof MDC-based distribution sheme desribed in Setion3.2 depends ritially on the diversity of the distributiontrees.3. Quik join and leave: The proessing of node joinsand leaves should be quik. This would ensure that theinterested nodes would reeive the streaming ontentas quikly as possible (in the ase of a join) and withminimal interruption (in the ase of a leave). However,the quik proessing of joins and leaves may interferewith the eÆieny and balaned tree goals listed above.4. Salability: The tree management algorithm shouldsale to a large number of nodes, with a orrespondinglyhigh rate of node arrivals and departures. For instane,in the extreme ase of the ash rowd at MSNBC onSeptember 11, the average rate of node arrivals and de-parturtes was 180 per seond while the peak rate wasabout 1000 per seond.With these requirements in mind, we now desribe our ap-proah to tree onstrution and management. We �rst de-sribe the basi protool and then disuss optimizations.
3.3.1 Basic ProtocolWe exploit the presene of a resoureful server node tobuild a simple and eÆient protool to proess node joins andleaves. While it is entralized, we argue that this protool ansale to work well in the fae of extreme ash rowd situationssuh as the one that ourred on September 11. Despite theash rowd, the server is not overloaded sine the burden ofdistributing ontent is shared by all peers. Centralization alsosimpli�es the protool greatly, and onsequently makes joinsand leaves quik. In general, a ritiism of entralization isthat it introdues a single point of failure. However, in theontext of CoopNet, the point of entralization is the server,whih is also the soure of data. If the soure (server) fails, itmay not really matter that the tree management also breaksdown. Also, reall from Setion 1 that the goal of CoopNet isto omplement, not replae, the lient-server system.The server has full knowledge of the topology of all of thedistribution trees. When a new node wishes to join the sys-tem, it �rst ontats the server. The new node also informsthe server of its available network bandwidth to serve furturedownstream nodes. The server responds with a list of desig-nated parent nodes, one per distribution tree. The designatedparent node in eah tree is hosen as follows. Starting at theserver, we work our way down the tree until we get to a levelwhere there are one or more nodes that have the neessaryspare apaity (primarily network bandwidth) to serve as theparent of the new node. (The server ould itself be the new

parent if it has suÆient spare apaity, whih it is likely tohave during the early stages of tree onstrution.) The serverthen piks one suh node at random to be the designated par-ent of the new node. This top-down proedure ensures a shortand largely balaned tree. The randomization helps make thetrees diverse. Upon reeiving the server's message, the newnode sends (onurrent) messages to the designated parentnodes to get linked up as a hild in eah distribution tree. Interms of messaging osts, the server reeives one message andsends one. Eah designated parent reeives one message andsends one (an aknowledgement). The new node sends andreeives M + 1 messages, where M is the number of MDCdesriptions (and hene distribution trees) used.Node departures are of two kinds: graeful departures andnode failures. In the former ase, the departing node informsthe server of its intention to leave. For eah distribution tree,the server identi�es the hildren of the departing node andexeutes a join operation on eah hild (and impliitly thesubtree rooted at the hild) using the top-down proeduredesribed above. The messaging ost for the server would atmost bePi di sends andPi di reeives, where di is the num-ber of hildren of the departing node in the ith distributiontree. (Note that the ost would be somewhat lower in generalbeause a few of the hildren may be in ommon aross mul-tiple trees.) Eah hild sends and reeives M + 1 messages.To redue its messaging load, the server ould make the de-termination of the designated parent for eah hild in eahtree and then leave it to another node (suh as the departingnode, if it is still available) to onvey the information to eahhild. In this ase, the server would have to send and reeivejust one message.A node failure orresponds to the ase where the departingnode leaves suddenly and is unable to notify either the serveror any other node of its departure. This may happen beauseof a omputer rashing, being turned o�, or beoming dison-neted from the network. We present a general approah fordealing with quality degradation due to paket loss; node fail-ure is a speial ase where the paket loss rate experiened bythe desendants of the failed node is 100%. Eah node moni-tors the paket loss rate it is experiening in eah distributiontree. When the paket loss rate reahes an unaeptable level(a threshold that needs to be �ne-tuned based on further re-searh), a node ontats its parent to hek if the parent isexperiening the same problem. If so, the soure of the prob-lem (network ongestion, node failure, et.) is upstream of theparent and the node leaves it to the parent to deal with it.(The node also sets a suÆiently long timer to take ation onits own in ase its parent has not resolved the problem withina reasonable period of time.) If the parent is not experieninga problem or it does not respond, the a�eted node will on-tat the server and exeute a fresh join operation for it (andits subtree) to be moved to a new loation in the distributiontree.
3.3.2 OptimizationsWe now disuss how to make the distribution trees eÆient,as disussed above. The basi idea here is to preferentiallyattah a new node as the hild of an existing node that is\nearby" in terms of network distane (i.e., lateny). Thede�nition of \nearby" needs to be broad enough to aomo-date signi�ant tree diversity. When trying to insert a newnode, the server �rst identi�es a (suÆiently large) subset ofnodes that are lose to the new node. Then using the random-
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ized top-down proedure disussed in Setion 3.3.1, it tries to�nd a parent for the new node (in eah tree) among the setof nearby nodes. Using this proedure, it is quite likely thatmany of the parents of the new node (on the the various dis-tribution trees) will be in the same viinity, whih is bene�ialfrom an eÆieny viewpoint. We argue that this also providessuÆient diversity sine the primary failure mode we are on-erned with is node departures and node failures. So it doesnot matter muh that all of the parents may be loated in thesame viinity (e.g., same metropolitan area).To determine the network distane between two nodes, weuse a tehnique previously proposed in [12℄, [17℄, and [10℄.Eah node determines its network \oodinates" by measuringthe network lateny to a set of landmark hosts. The serverkeeps trak of the oordinates of all nodes urrently in thesystem and determines whether two nodes are proximate byomparing their oordinates.
3.3.3 Feasibility of the Centralized ProtocolThe main question regarding the feasibility of the entral-ized tree management protool is whether the server an keepup. To answer this question, we onsider the September 11ash rowd at MSNBC, arguably an extreme ash rowd sit-uation. At its peak, there were 18,000 nodes in the systemand the rate of node arrivals and departures was 1000 perseond.3 (The average numbers were 10000 nodes and 180arrivals and departures per seond.) In our alulations here,we assume that the number of distribution trees (i.e., thenumber of MDC desriptions) is 16 and that on average anode has 4 hildren in a tree. We onsider various resouresthat ould beome a bottlenek at the server (we only fouson the impat of tree management on the server):� Memory: To store the entire topology of one tree inmemory, the server would need to store as many point-ers as nodes in the system. Assuming a pointer size of8 bytes (i.e., a 64-bit mahine) and auxiliary data of 24bytes per node, the memory requirement would be about576 KB. Sine there are 16 trees, the memory require-ment for all trees would be 9.2 MB. In addition, for eahnode the server needs to store its network oordinates.Assuming this is a 10-dimensional vetor of delay val-ues (2 bytes eah), the additional memory requirementwould be 360 KB. So the total memory requirement atthe server would be under 10 MB, whih is a trivialamount for any modern mahine.� Network bandwidth: Node departures are more ex-pensive than node arrivals, so we fous on departures.The server needs to designate a new parent in eah dis-tribution tree for eah hild of the departing node. As-suming that nodes are identi�ed by their IP addresses(16 bytes assuming IPv6) and that there are 4 hildrenper tree on average, the total amount of data that theserver would need to send out is 1 KB. If there are1000 departures per seond, the bandwidth requirementwould be 8 Mbps. This is likely to be a small frationof the network bandwidth at a large server site suh asMSNBC.3One reason for the high rate of hurn may be that users weredisouraged by the degradation in audio/video quality ausedby the ash rowd, and so did not stay for long. However, weare not in a position to on�rm that this was the ase.

� CPU: Node departure involves �nding a new set of par-ents for eah hild of the departing node. So the CPUost is roughly equal to the number of hildren of the de-parting node times the ost of node insertion. To inserta node, the server has to san the tree levels startingwith the root until it reahes a level ontaining one ormore nodes with the spare apaity to support a newhild. The server piks one suh node at random to bethe new parent. Using a simple array data struture tokeep trak of the nodes in eah level of the tree that havefree apaity, the ost of piking a parent at random anbe made (a small) onstant. Sine the number of levelsin the tree is about log(N), where N is the number ofnodes in the system, the node insertion ost (per tree)is O(log(N)). (With N = 18; 000 and an average of 4hildren per node, the depth of the tree will be about9.)A departure rate of 1000 per seond would result in64,000 insertions per seond (1000 departures times 4hildren per departing node times 16 trees). Given thatmemory speed by far lags CPU speed, we only fouson how many memory lookups we an do per insertion.Assuming a 40 ns memory yle, we are allowed about390 memory aesses per insertion, whih is likely to bemore than suÆient.In general, the entralized approah an be saled up (atleast in terms of CPU and memory resoures) by having aluster of servers and partitioning the set of lients aross theset of server nodes.We are in the proess of benhmarking our implementationto on�rm the rough alulations made above.
3.4 On-demand StreamingWe now turn to on-demand streaming, whih refers to thedistribution of pre-reorded streaming media ontent on de-mand (e.g., when a user liks on the orresponding link). Assuh, the streams orresponding to di�erent users are not syn-hronized. When the server reeives suh a request, it startsstreaming data in response if its urrent load ondition per-mits. However, if the server is overloaded, say beause of aash rowd, it instead sends bak a response inluding a shortlist of IP addresses of lients (peers) who have downloaded(part or all of) the requested stream and have expressed awillingness to partiipate in CoopNet. The requesting lientthen turns to one or more of these peers to download thedesired ontent. Given the large volume of streaming mediaontent, the burden on the server (in terms of CPU, disk, andnetwork bandwidth) of doing this rediretion is quite mini-mal ompared to that of atually serving the ontent. So webelieve that this rediretion proedure will help redue serverload by several orders of magnitude.While the proedure desribed above is similar to one thatmight apply to stati �le ontent, there are a ouple of im-portant di�erenes arising from the streaming nature of theontent. First, a peer may only have a part of the requestedontent beause, for instane, the user may have stopped thestream halfway or skipped over portions. So in its initialhandshake with a peer, a lient �nds out whih part of the re-quested ontent is available at the peer and aordingly plansto make requests to other peers for the missing ontent, if any.A seond issue is that, as with the live streaming ase, peersmay fail, depart, or sale bak their partiipation in CoopNet
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at any time. In ontrast with �le download, the time-sensitivenature of streaming media ontent makes it espeially susep-tible to suh disruptions. As a solution, we propose the use ofdistributed streaming where a stream is divided into a num-ber of substreams, eah of whih may be served by a di�erentpeer. Eah substream orresponds to a desription reatedusing MDC (Setion 3.2). Distributed streaming improvesrobustness to disruptions aused by the untimely departureof peer nodes and/or network onnetivity problems with re-spet to one or more peers. It also helps distribute load moreevenly among peers.
4. PERFORMANCE EVALUATIONWe now present a performane evaluation of CoopNet basedon simulations driven by traes of live and on-demand ontentserved by MSNBC on September 11, 2001.
4.1 Live StreamingWe evaluate the MDC-based live streaming design usingtraes of a 100kbps live stream. The trae started at 18:25GMT (14:25 EST) and lasted for more than one hour (4000seonds).
4.1.1 Trace CharacteristicsFigure 4 shows the time series of the number of lients si-multaneously tuned in to the live stream. The peak numberof simultaneous lients exeeds 17,000. On average, there are84 lients departing every seond. (We are unable to de�-nitely explain the dip around the 1000-seond mark, but it ispossibly due to a glith in the logging proess.) Over 70% ofthe lients remain tuned in to the live stream for less than aminute. We suspet that the short lifetimes ould be beauseusers were frustrated by the poor quality the video streamduring the ash rowd. If the quality were improved (say us-ing CoopNet to relieve the server), lient lifetimes may wellbeome longer. This, in turn, would inrease the e�etivenessof CoopNet.
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Figure 4: Number of lients and departures.
4.1.2 Effectiveness of MDCWe evaluate the impat of MDC-based distribution (Se-tion 3.2) on the quality of the stream reeived by lients inthe fae of lient departures. When there are no departures,all lients reeive all of the MDC desriptions and hene per-eive the full quality of the live stream.We have onduted two simulation experiments. In the�rst experiment, we onstrut ompletely random distribu-

M 100% [87.5,100) [75,87.5) [50,75) [25,50) 01 98.1 0 0 0 0 1.902 94.80 0 0 5.05 0 0.164 89.54 0 9.24 1.13 0.09 0.0058 82.07 14.02 3.19 0.70 0.016 016 71.26 25.11 3.26 0.37 0.002 0Table 1: Random Tree Experiment: probability dis-tribution of desriptions reeived vs. number of dis-tribution treestion trees at the end of the repair interval following a lientdeparture. We then analyze the stream quality reeived bythe remaining lients. The random trees are likely to be di-verse (i.e., unorrelated), whih improves the e�etiveness ofMDC-based distribution. In the seond experiment, we simu-late the tree management algorithm desribed in Setion 3.3.Thus the distribution trees are evolved based on the node ar-rivals and departures reorded in the trae. We ompare theresults of these two experiments at the end of the setion.In more detail, we onduted the random tree experimentas follows. For eah repair interval, we onstrut M distribu-tion trees (orresponding to the M desriptions of the MDCoder) spanning the N nodes in the system at the beginningof the interval. Based on the number of departing lients, d,reorded through the end of the repair interval, we randomlyremove d nodes from the tree, and ompute the number ofdesriptions reeived by the remaining nodes. The pereivedquality of the stream at a lient is determined by the frationof desriptions reeived by that lient. The set of distribu-tion trees is haraterized by three parameters: the numberof trees (or, equivalently, desriptions), the maximum out-degree of nodes in eah tree, and the out-degree of the root(i.e., the live streaming server). The out-degree of a node istypially a funtion of its bandwidth apaity. So the root(i.e., the server) tends to have a muh larger out-degree thanbandwidth-onstrained lients. In our random tree onstru-tion, eah lient is assigned a random degree subjet to amaximum. We varied the degree of the root and the numberof desriptions to study their impat on reeived stream qual-ity. We set the repair time to 1 seond; we investigate theimpat of repair time in Setion 4.1.3.Table 1 shows how the number of distribution trees, M , af-fets the fration of desriptions reeived (expressed as a per-entage, P ). We ompute the distribution of P by averagedaross all lient departures. We set the maximum out-degreeof a lient to 4 and the root degree to 100. We vary thenumber of desriptions among 1, 2, 4, 8, or 16. Eah olumnrepresents a range of values of P . For eah pair of the rangeand number of desriptions, we list the average perentageof lients that reeive at that level of quality. For example,the �rst table entry indiates that when using 2 desriptions,94.80% of lients reeive 100% of the desriptions (i.e., boththe desriptions).As the number of desriptions inreases, the perentage oflients that reeive the all of the desriptions (i.e., P = 100%)dereases. Nonetheless, the perentage of lients orrespond-ing to small values of P dereases dramatially. With 8 de-sriptions, 96% (82.07% + 14.02%) of lients reeive morethan 87.5% of the desriptions. For both 8 and 16 desrip-tions, all lients reeive at least one desription. Figure 5shows the orresponding SNR. Figure 6 ompares the SNRover time for the 16-desription ase and the single desrip-



www.manaraa.com

0 1
0

40  M=1

0 2
0

40  M=2

0 4
0

40  M=4

0 8
0

40  M=8

0 16
0

40  M=16Figure 5: Random Tree Experiment: SNR in dB(line) and probabililty distribution (bars) as a fun-tion of the number of desriptions reeived
0 500 1000 1500 2000 2500 3000 3500 4000

0

5

10

15

20

25

30

35

40

45

Q
ua

lit
y 

(S
N

R
 in

 d
B

)

Time (seconds)

Random Trees

Multiple Descriptions (M=16)
Single Description (M=1)Figure 6: Random Tree Experiment: The SNR overtime for the MDC and SDC ases. At eah time in-stant, we ompute the average SNR over all lients.tion (SDC) ase. MDC demonstrates a lear advantage overSDC.In our seond experiment, we evolved the distribution treesby simulating the tree management algorithm from Setion3.3. We set the root (i.e., server) out-degree to 100. Themaximum out-degree of a lient is set to 4. Table 2 showsthe probability distribution of the desriptions reeived uponlient departures. Figure 7 shows the orresponding SNR.The results are omparable to those of the random tree ex-periment. This suggests that our tree management algorithmis able to preserve signi�ant tree diversity even over a longperiod of time (more than an hour in this ase).

4.1.3 Impact of Repair TimeFinally, we evaluate the impat of the time it takes to repairthe tree following a node departure. Clearly, the longer therepair time, the greater is the impat on the a�eted nodes.Also, a longer repair time inrease the hanes of other nodesdeparting before the repair is ompleted, thereby ausing fur-ther disruption.We divide time into non-overlapping repair intervals and as-sume that all leaves happen at the beginning of eah interval.We then ompute fration of desriptions reeived averagedover all nodes (this is the quantity �N disussed in Setion3.2). As in Setion 3.2, assume a balaned binary tree at alltimes.M 100% [87.5,100) [75,87.5) [50,75) [25,50) 01 98.34 0 0 0 0 1.662 96.5 0 0 3.42 0 0.084 93.3 0 6.31 0.36 0.03 08 87.14 11.34 1.29 0.20 0.02 016 77.26 21.62 0.99 0.11 0.01 0Table 2: Evolving Tree Experiment: probability dis-tribution of desriptions reeived vs. number of dis-tribution trees
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Figure 8: The average fration of desriptions re-eived for various repair times.Figure 8 shows the average number of desriptions reeivedas a funtion of time for four di�erent settings of repair time:1, 3, 6, and 10 seonds. With a repair time of 1 seond, lientswould reeive 90% of the desriptions on average. With a 10seond repair time, the fration drops to 30%. We believe thatthese results are enouraging sine in pratie tree repair anbe done very quikly, espeially given that our tree manage-ment algorithm is entralized (Setion 3.1). Even a 1-seondrepair interval would permit multiple round-trips between theserver and the nodes a�eted by the repair (e.g., the hildrenof the departed node).
4.2 On-Demand StreamingWe now evaluate the potential of CoopNet in the ase ofon-demand streaming. The goals of our evaluation are tostudy the e�ets of lient ooperation on load redution atthe server and additional load inurred by ooperating peers.The ooperation protool used in our simulations is basedon server rediretion as in [11℄. The server maintains a �xed-size list of IP addresses (per URL) of CoopNet lients thathave reently ontated it. To get ontent, a lient initiallysends a request to the server. If the lient is willing to o-operate, the server redirets the request by returning a shortlist of IP addresses of other CoopNet lients who have re-ently requested the same �le. In turn, the lient ontatsthese other CoopNet peers and arranges to retrieve the on-tent diretly from them. Eah peer may have a di�erent por-tion of the �le, so it may be neessary to ontat multiplepeers for ontent. In order to selet a peer (or a set of peerswhen using distributed streaming) to download ontent from,peers run a greedy algorithm that piks out the peer(s) withthe longest portion of the �le from the list returned by theserver. If a lient annot retrieve ontent through any peer,it retrieves the entire ontent from the server. Note that theserver only provides the means for disovering other CoopNetpeers. Peers independently deide who they ooperate with.The server maintains a list of 100 IP addresses per URL, and
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() Distribution of bandwidth at ative peers.Figure 9: Performane of CoopNet for on-demandstreaming.returns a list of 10 IP addresses in the rediretion messagesin our simulations.We use traes olleted at MSNBC during the ash rowdof Sep 11, 2001 for our evaluation. The ash rowd startedat around 1:00 pm GMT (9:00 am EDT) and persisted forthe rest of the day. The peak request rate was three ordersof magnitudes more than the average. We report simulationresults for the beginning of the ash rowd, between 1:00 pmto 3:00 pm GMT. There were over 300,000 requests duringthe 2-hour period. However, only 6% or 18,000 requests weresuessfully served at an average rate of 20 Mbps with a meansession duration of 20 minutes. Unsuessful requests werenot used in the analysis beause of the lak of ontent byte-range and session duration information.
4.2.1 Bandwidth LoadIn our evaluation, load is measured as bandwidth usage.We do not model available bandwidth between peers. Weassume that peers an support the full bit rate (56 kbps, 100

kbps) of eah enoded stream. We also do not plae a boundon the number of onurrent onnetions at eah peer. Inpratie, �nding peers with suÆient available bandwidth andnot overloading any one peer are important onsiderations,and we are investigating these issues in ongoing work.Figure 9(a) depits the bandwidth usage during the 2-hourperiod for two systems: the traditional lient-server system,and the CoopNet system. The vertial axis is average band-width and the horizontal axis is time. There are two peaksat around 1:40 pm and 2:10 pm, when two new streams wereadded to the server. In the lient-server system, the serverwas distributing ontent at an average of 20 Mbps. However,lient ooperation an redue that bandwidth by orders ofmagnitude to an average of 300 kbps. As a result, the serveris available to serve more lient requests. The average band-width ontribution that CoopNet lients need to make to thesystem is 45 kbps. Although the average bandwidth ontribu-tion is reasonably small, peers are not atively serving ontentall the time. We �nd that typially less than 10% of peers areative at any seond. The average bandwidth ontributionthat ative CoopNet peers need to make to the system is ashigh as 465 kbps, where average bandwidth of ative peers isomputed as the total number of bits served over the totallength of peers' ative periods.To further redue load at individual CoopNet lients, dis-joint portions of the ontent an be retrieved in parallel frommultiple peers using distributed streaming (Setion 3.4). (Thebandwidth requirement plaed on eah peer is orrespond-ingly redued.) Figure 9(b) depits the average bandwidthontributed versus the degree of parallelism. The degree ofparallelism is an upper-bound on the number of peers that anbe used in parallel. For example, lients an retrieve ontentfrom up to 5 peers in parallel in a simulation with a degree ofparallelism of 5. The atual number of peers used in parallelmay be less than 5 depending on how many peers an pro-vide ontent in the byte-range needed by the lient. The loadat eah ative peer is redued as the degree of parallelism in-reases. When the degree of parallelism is 5, peers are servingontent at only 35 kbps. However, the bandwidth of ativepeers (not depited in this �gure) is only slightly redued to400 kbps. This is beause the large amount of bandwidth re-quired to serve ontent during the two surges at 1:40 pm and2:10 pm inuene the average bandwidth.The umulative distribution of bandwidth ontributed byative CoopNet peers, depited in Figure 9(), illustrates theimpat of distributed streaming on bandwidth utilization. Eahsolid line represents the amount of bandwidth peers ontributewhen using 1, 5, and 10 degrees of parallelism. The medianbandwidth requirement is 39 kbps when ontent is streamedfrom one peer, and only 66 bps for 10 degrees of parallelism.The bandwidth requirement imposed on eah peer is reduedas the degree of parallelism inreases. Although this redu-tion is signi�ant, a small portion of peers still ontributemore than 1 Mbps even when using 10 degrees of parallelism.We believe that the ombination of the following two fatorsontribute to the wide range in bandwidth usage: the greedyalgorithm a lient uses to selet peers and the algorithm theserver uses to selet a set of IP addresses to give to lients.For better load distribution, the server an run a load-awarealgorithm that redirets lients to reently seen peers that arethe least loaded (in terms of network bandwidth usage). Inorder to implement this algorithm, the server needs to knowthe load at individual peers. Therefore, peers onstantly re-
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port their urrent load status to the server. We use a reportinterval of one every seond in our simulations. Beausethe server ahes a �xed-size list of IP addresses, only thosepeers urrently in the server's list need to send status up-dates. Given this information, the server then selets the10 least loaded peers that have reently aessed the sameURL as the requesting lient to return in its rediretion mes-sage. This algorithm replaes the one desribed earlier in thissetion where the server redirets lients to peers that werereently seen. Clients, however, use the same greedy algo-rithm to selet peers. We �nd that using this new algorithm,ative lients serve ontent at 385 kbps. The dashed line inFigure 9() depits the umulative distribution of bandwidthontributed by CoopNet lients when the load-aware algo-rithm is used at the server. In this simulation, lients streamontent from at most one other peer (degree of parallelism of1). For the most part, the distribution is similar to the oneobserved when the server redirets the request to reently seenpeers. The di�erene lies in the tail end of the distribution.About 6% of peers ontributed more than 500 kbps of band-width when the server runs the original algorithm, omparedto only 2% when the server runs the load-aware algorithm.In addition, the total number of ative peers in the systemdoubles when the load-aware algorithm is used.We �nd that lient ooperation signi�antly redues serverload, freeing up bandwidth to support more lient onne-tions. In addition, the ombination of distributed streamingand a load-aware algorithm used by the server further reduesthe load on individual peers.
5. CONCLUSIONSIn this paper, we have presented CoopNet, a peer-to-peerontent distribution sheme that helps servers tide over ri-sis situations suh as ash rowds. We have foussed on theappliation of CoopNet to the distribution of streaming me-dian ontent, both live and on-demand. One hallenge is thatlients may not partiipate in CoopNet for an extended lengthof time. CoopNet employs distributed streaming and multi-ple desription oding to improve the robustness of the dis-tributed streaming ontent in fae of lient departures.We have evaluated the feasibility and potential performaneof CoopNet using traes gathered at MSNBC during the ashrowd that ourred on September 11, 2001. This was anextreme event even by ash rowd standards, so using thesetraes helps us stress test the CoopNet design. Our resultssuggest that CoopNet is able to redue server load signif-iantly without plaing an unreasonable burden on lients.For live streams, using multiple independent distribution treesoupled with MDC improves robustness signi�antly.We are urrently building a prototype implementation ofCoopNet for streaming media distribution. We are also in-vestigating distributed algorithms for tree management.
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